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4. (a) Provide definitions for the following terms:

• Normal form game.

A N player normal form game consists of:

– A finite set of N players;

– Strategy spaces for the players: S1, S2, S3, . . . SN ;

– Payoff functions for the players: ui : S1 × S2 · · · × SN → R
[1]

• Strictly dominated strategy.

In an N player normal form game. A pure strategy si ∈ Si is said to be
strictly dominated if there is a strategy σi ∈ ∆Si such that ui(σi, s−i) >
ui(si, s−i) for all s−i ∈ S−i of the other players.

[1]

• Weakly dominated strategy.

In an N player normal form game. A pure strategy si ∈ Si is said to be
weakly dominated if there is a strategy σi ∈ ∆Si such that ui(σi, s−i) ≥
ui(si, s−i) for all s−i ∈ S−i of the other players and there exists a strategy
profile s̄ ∈ S−i such that ui(σi, s̄) > ui(si, s−i).

[1]

• Best response strategy.

In an N player normal form game. A strategy s∗ for player i is a best response
to some strategy profile s−i if and only if ui(s

∗, s−i) ≥ ui(s, s−i) for all s ∈ Si.
[1]

• Nash equilibrium.

In an N player normal form game. A Nash equilibrium is a strategy profile
τ = (s̃1, s̃2, . . . , s̃N) such that:

ui(s̃) ≥ ui(s̄i, s̃−i) for all i

[1]

(b) Consider the following game: (
(7, 3) (0, 2)
(2, 0) (6, 2)

)
(i) By clearly stating the techniques used: obtain all (if any) pure Nash equilibria.

We attempt to identify best responses under the assumption of common
knowledge of rationality:
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(
(7, 3) (0, 2)
(2, 0) (6, 2)

)
There are two pure nash equilibria: {(r1, c1), (r2, c2)}.

[4]

(ii) Sketch the utilities to player 1 (the row player) assuming that the 2nd player
(the column player) plays a mixed strategy: σ2 = (y, 1− y).
We have:

u1(r1, σ2) = 7y

and

u1(r2, σ2) = 2y + 6(1− y) = 6− 4y

[1]
Which gives:

[1]

(iii) Sketch the utilities to player 2 (the column player) assuming that the 1st
player (the row player) plays a mixed strategy: σ1 = (x, 1− x).
We have:

u2(σ1, s1) = 3x

and

u2(σ1, s2) = 2

[1]
Which gives:
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[1]

(iv) State, prove and use the Equality of Payoffs theorem to obtain all Nash
equilibria for the game.
The equality of payoffs theorem states:
In an N player normal form game if the strategy profile (σi, s−i) is a Nash
equilibria then:

ui(σi, s−i) = ui(s, s−i) for all s ∈ S(σi) for all 1 ≤ i ≤ N

[1]
Proof:
If |S(σi)| = 1 then the proof is trivial.
We assume that |S(σi)| > 1. Let us assume that the theorem is not true so
that there exists s̄ ∈ S(σ) such that

ui(σi, s−i) ̸= ui(s̄, s−i)

Without loss of generality let us assume that:

s̄ = argmaxs∈S(σ)ui(s, s−i)

Thus we have:

ui(σi, s−i) =
∑

s∈S(σi)

σi(s)u(s, s−i)

≤
∑

s∈S(σi)

σi(s)u(s̄, s−i)

≤ u(s̄, s−i)
∑

s∈S(σi)

σi(s)

≤ u(s̄, s−i)

Giving:

ui(σi, s−i) < ui(s̄, s−i)
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which implies that (σi, s−i) is not a Nash equilibrium.
[4]

To obtain the mixed Nash equilibrium missing from the two pure Nash equi-
libria already found:

u1(r1, σ2) = u1(r2, σ2) ⇒ ỹ = 6/11

u2(σ1, c1) = u2(σ1, c2) ⇒ x̃ = 2/3

Thus, all the Nash equilibria are given by:

{((1, 0), (1, 0)), ((0, 1), (0, 1)), ((2/3, 1/3), (6/11, 5/11))}

.
[1]

(v) Consider the same game with an extra strategy for the row player:(7, 3) (0, 2)
(3, 1) (3, 1)
(2, 0) (6, 2)


By directly calculating the set of best response strategies B1 for the row player
obtain all Nash equilibrium for this new game. State any theorem(s) used.
Here is the plot of the best utilities of player one with the new strategy:

[3]
We see that B1 = {r1, r2}, however by the theorem stating the equality of
best response strategies to sets of undominated strategies in two player games
we know that the Nash equilibria are the same:

{((1, 0), (1, 0)), ((0, 1), (0, 1)), ((2/3, 1/3), (6/11, 5/11))}

.
[3]
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5. This question considers evolutionary population games. Throughout the following
game is considered:

Road users in a given country can choose to drive on either the left (L) side or the
right (R) side of the road. The strategy set in this game is S = {L,R}.
If all users drive on the same side of the road then no accidents will occur. If users
drive on the opposite side and meet each other then they may have an accident.

Considering a population vertor χ = (x, 1− x) where x is the proportion of the popu-
lation using strategy L, the utilities are given by:

u(L, χ) = 1 + x

and
u(R,χ) = 1 + (1− x)

(a) Define a stable strategy in a population game.

If we consider χ to be the startegy profile where all members of the population
play σ∗ then a population will be stable if:

σ∗ ∈ argmaxσ∈∆Su(σ, χ)

[2]

(b) State and prove a theorem giving a necessary condition for stable strategies. Use
this theorem to obtain all potential evolutionary stable strategies in the above
situation.

In a population game, consider σ∗ ∈ ∆S and the population profile χ generated
by σ∗. If the population is stable then:

u(s, χ) = u(σ∗, χ) for all s ∈ S(σ∗)

[1]

(Recall that S(s) denotes the support of s.)

Proof:

If |S(σ∗)| = 1 then the proof is trivial.

We assume that |S(σ∗)| > 1. Let us assume that the theorem is not true so that
there exists s̄ ∈ S(σ∗) such that:

u(σ∗, χ) ̸= u(s̄, χ)

Without loss of generality let us assume that:

s̄ = argmaxs∈S(σ∗)u(s, χ)

Thus we have:
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ui(σ
∗, χ) =

∑
s∈S(σ∗)

σ∗(s)u(s, χ)

≤
∑

s∈S(σ∗)

σ∗(s)u(s̄, χ)

≤ u(s̄, χ)
∑

s∈S(σ∗)

σ∗(s)

≤ u(s̄, χ)

Which gives:

u(σ∗, χ) < u(s̄, χ)

which implies that the population is not stable.

[4]

Using this we have the 3 potential strategies:

• σL = (1, 0)

• σR = (0, 1)

• σM = (x, 1−x) where (using the stated result): 1+x = x+(1−x) ⇒ x = 1/2.

[1]

(c) Define a post entry population.

Consider a population where all individuals initially play σ∗. If we assume that a
small proportion ϵ start playing σ. The new population is called the post entry
population and will be denoted by χϵ.

[2]

(d) Define an evolutionary stable strategy.

A strategy σ∗ ∈ ∆S is called an Evolutionary Stable Strategy if there exists an
0 < ϵ̄ < 1 such that for every 0 < ϵ < ϵ̄ and every σ ̸= σ∗:

u(σ∗, χϵ) > u(σ, χϵ)

[2]

(e) Obtain all evolutionary stable strategies for the described game.

χϵ = σ∗ + ϵ(σ∗ − σ)

and

δ = (µ− µ∗)(u(L, χϵ)− u(R,χϵ))

[3]

we have:
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u(L, χϵ) = 1 + xϵ = 1 + µ∗ + ϵ(µ− µ∗)

u(R,χϵ) = 2− xϵ = 2− µ∗ − ϵ(µ− µ∗)

thus:

δ = (µ− µ∗)(−1 + 2µ∗ + 2ϵ(µ− µ∗))

[3]

Considering each case:

• µ∗ = 1:

δ = (1− µ)(1 + 2ϵ(µ− 1))

ϵ < 1/2 implies that δ > 0 as required: so ESS.
[2]

• µ∗ = 0:

δ = (−µ)(−1 + 2ϵµ)

ϵ < 1/2 implies that δ > 0 as required: so ESS.
[2]

• µ∗ = 1/2:

δ = (1/2− µ)(2ϵ(µ− 1/2))

δ = (1/2− µ)2(−2ϵ)

Thus δ < 0 for all ϵ: not an ESS.
[2]

(f) Offer an interpretation for the answer to question (e).

We see that there are 2 stable situations: a social convention in which everyone
drives on the same side of the road. 1 potential situation however (everyone
picking a side randomly) is not stable. [1]
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6. (a) Define a characteristic function game G = (N, v).

A characteristic function game G is given by a pair (N, v) where N is the number
of players and v : 2[N ] → R is a characteristic function which maps every coalition
of players to a payoff.

[2]

(b) Define the Shapley value.

Given G = (N, v) the Shapley value of player i is denoted by ϕi(G) and given by:

ϕi(G) =
1

N !

∑
π∈Πn

∆G
π (i)

[2]

(c) Obtain the Shapley value for the following characteristic function games:

v1(c) =



6, if c = {1}
6, if c = {2}
7, if c = {3}
7, if c = {1, 2}
7, if c = {2, 3}
20, if c = {1, 3}
40, if c = {1, 2, 3}

Applying the formula, the shapley value is: (46/3, 53/6, 95/6). [4]

v2(c) =



100, if c = {1}
6, if c = {2}
7, if c = {3}
100, if c = {1, 2}
7, if c = {2, 3}
100, if c = {1, 3}
100, if c = {1, 2, 3}

Applying the formula, the shapley value is: (191/2, 2, 5/2). [4]

(d) For a given charachteristic function game G = (N, v) a payoff vector λ is efficient
if:

N∑
i=1

λi = v(Ω)

Prove that the Shapley value is efficient.
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N∑
i=1

∆G
π (i) =v(Sπ(1) ∪ {1})− v(Sπ(1)) + v(Sπ(2) ∪ {2})− v(Sπ(2)) . . . v(Sπ(N) ∪N)− v(Sπ(N))

=v(Sπ(N) ∪N) = v(N)

[4]

taking the mean over all permutations (which is by definition the Shapley value)
we have the required result.

[2]

(e) For G(N, v) a payoff vector λ is symmetric the following holds:

If v(C ∪ i) = v(C ∪ j) for all C ∈ 2Ω \ {i, j} then xi = xj.

Prove that the Shapley value is symmetric.

Assume that i and j are symmetric. Given a permutation π, let π′ denote the
permutation obtained by swapping i and j.

- Assume that i precedes j in π, this gives S π(i) = S π′(j), if we let C = Sπ′(j):

∆G
π (i) = v(C ∪ {i})− v(C)

and

∆G
π′(j) = v(C ∪ {j})− v(C)

[2]

By symmetry ∆ πG(i) = ∆ π′G(j).

[1]

- Assume that i does not precede j in π, let C = Sπ(i) \ {j}. We have:

∆G
π (i) = v(C ∪ {i} ∪ {j})− v(C ∪ {j})

and

∆G
π′(j) = v(C ∪ {j} ∪ {i})− v(C ∪ {i})

[2]

Since C ⊆ N and i, j /∈ C we have by symmetry v(C ∪ {i}) = v(C ∪ {j}) and
therefore ∆ πG(i) = ∆ π′G(j).

We have that ∆G
π (i) = ∆G

π′(j) for all π ∈ ΠN , there is an abvious bijection between
all π and corresponding π′ thus:

ϕi(G) = 1/n!
∑
π∈ΠN

∆G
π (i) =

∑
π∈ΠN

∆G
π′(j) = ϕj(G)

as required.

[2]
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